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ABSTRACT
Companies such as Intel as a pioneer in chip design for computing are pushing the edge of computing from its present Classical Computing generation to the next generation of Quantum Computing. Along the side of Intel corporation, companies such as IBM, Microsoft, and Google are also playing in this domain. The race is on to build the world’s first meaningful quantum computer—one that can deliver the technology’s long-promised ability to help scientists do things like develop miraculous new materials, encrypt data with near-perfect security and accurately predict how Earth’s climate will change. Such a machine is likely more than a decade away, but IBM, Microsoft, Google, Intel, and other tech heavyweights breathlessly tout each tiny, incremental step along the way. Most of these milestones involve packing more quantum bits, or qubits—the basic unit of information in a quantum computer—onto a processor chip ever. But the path to quantum computing involves far more than wrangling subatomic particles. Such computing capabilities are opening a new area into dealing with the massive sheer volume of structured and unstructured data in the form of Big Data, is an excellent augmentation to Artificial Intelligence (AI) and would allow it to thrive to its next generation of Super Artificial Intelligence (SAI) in the near-term time frame.

Keywords: Quantum Computing and Computer, Classical Computing and Computer, Artificial Intelligence, Machine Learning, Deep Learning, Fuzzy Logic, Resilience System, Forecasting and Related Paradigm, Big Data, Commercial and Urban Demand for Electricity.

Introduction
Quantum Computing (QC) is designed and structured around the usage of Quantum Mechanical (QM) concepts and phenomena such as superposition and entanglement to perform computation. Computers that perform quantum computation are known as Quantum Computers. [1-5].

Note that the superposition from a quantum point of view is a fundamental principle of quantum mechanics. The Quantum Superposition (QS) states that, much like waves in Classical Mechanics (CM) or Classical Physics (CP), any two or more quantum states can be added together (“superposed”), and the result will be another valid quantum state; and conversely, that every quantum state can be represented as a sum of two or more other distinct countries.

Mathematically, it refers to a property of solutions to the both Schrödinger Time-Dependent and Time-Independent Wave Equations; since the Schrödinger equation is linear, any linear combination of solutions will also be a solution.

An example of a physically observable manifestation of the wave nature of quantum systems is the interference peaks from an electron beam in a double-slit experiment, as illustrated in Figure-1.

The pattern is very similar to the one obtained by the diffraction of classical waves [6].

Quantum computers are believed to be able to solve some computational issues, such as integer factorization, which underlies RSA encryption, significantly faster than classical computers [7]. The study of quantum computing is a subfield of quantum information science.

Historically, Classical Computer (CC) technology, as we know them from the past few decades to present, has involved a sequence of changes from one type of physical realization to another, and they have been evolved from main-frame of the old generation to generation of macro-computer. Now, these days, pretty much everyone owns a mini-computer in the form of a laptop, and you
find these generations of computers in everyone’s house as part of their household. These mini-computers, Cemeterial Processing Units (CPUs), are based on transistors that are architected around Positive-Negative-Positive (PNP) junction.

From gear to relays to transistors to integrated circuits and so on we need automation and consequently augmentation of computer of some sort Today’s advanced lithographic techniques at below sub-micron innovative structure augmenting techniques such as Physical Vapor Deposition (PVD), Chemical Vapor Deposition (CVD), and Chemical Mechanical Polishing (CMP) can create chips with a feature only a fraction of micron wide. Fabricator and manufacturer these chips are pushing them to yield even smaller parts and inevitably reach a point where logic gates are so small that they are made out of only a handful of atoms size, as it is depicted in Figure-2.

It worth mentioning that the size of the chip going way beyond sub-micron technology is limited by the wavelength of the light that is used in the lithographic technique.

On the atomic scale, matter obeys the rules of Quantum Mechanics (QM), which are quite different from Classical Mechanics (CM) or Physics Rules that determine the properties of conventional logic gates. Thus, if computers are to become smaller in the future, new, quantum technology must replace or supplement what we have new as a traditional way of computing.

The point is, however, that quantum technology can offer much more than cramming more and more bits onto silicon CPU chip and multiplying the clock-speed of these traditional microprocessors. It can support an entire new kind of computation with qualitatively new algorithms based on quantum principles!. In a nutshell, in Quantum Computing, we deal with qubits, while in Classical Computing, we deal with bits of information; thus, we need to understand “What Are Qubits?” and how it is defined, which we have presented this matter further down.

Next-generation of tomorrow’s computer is working based on where “Quantum Bits Compressed for the First Time.” The physicist has now shown how to encode three quantum bits, the kind of data that might be used in this new generation of computer, by just using two photons.

Of course, a quantum computer is more than just its processor. These next-generation systems will also need new algorithms, software, interconnects, and several other yet-to-be-invented technologies specifically designed to take advantage of the system’s tremendous processing power—as well as allow the computer’s results to be shared or stored.

Intel introduced a 49-qubit processor code-named “Tangle Lake.” A few years ago, the company created a virtual-testing environ-
Quantum bits, called qubits, are implemented using quantum mechanical two-state systems, as we stated above. These are not confined to their two basic states but can also exist in superposition. This means that the qubit is both in state 0 and state 1, as illustrated in Figure-5.

Any classical register composed of three bits can store in a given moment, only one out of eight different numbers, as illustrated in Figure 5.

A quantum register composed of three qubits can store in a given momentum of time all eight numbers in a quantum superposition, again as illustrated in Figure 5.

Once the register is prepared in a superposition of different numbers, one would be able to perform operations on all of them, as demonstrated in Figure 6 here.

Thus, quantum computers can perform many different calculations in parallel. In other words, a system with N qubits can perform \(2^N\) calculations at once!

This has impact on the execution time and memory required in the process of computation and determines the efficiency of algorithms.

In summary, A memory consisting of N bits of information has 2N possible states. A vector representing all memory states thus has 2N entries (one for each state). This vector is viewed as a probability vector and represents the fact that the memory is to be found in a particular state level [11].

In the classical view, one entry would have a value of 1 (i.e., a 100% probability of being in this state), and all other entries would be zero. In quantum mechanics, probability vectors are generalized to density operators [12]. This is the technically rigorous mathematical foundation for quantum logic gates, but the intermediate quantum state vector formalism is usually introduced first because it is conceptually simpler [13].

However, one question arises about Qubits and that is “Why are qubits so fragile?” and here is what we can say.

The reality is that the coins, or qubits, eventually stop spinning and collapse into a particular state, whether it’s heads or tails. The goal with quantum computing is to keep them spinning in the superposition of multiple Furthermore, expanding on Quantum Operations, and we stated concerning this operation, the prevailing model of Quantum Computation (QC) describes the computation in terms of a network of Quantum Logic Gates [9].

Bear in mind that, a quantum computing and specifically the quantum circuit model of computation, a quantum logic gate (or merely quantum gate) is a primary quantum circuit operating on a small number of qubits. They are the building blocks of quantum circuits like classical logic gates are for conventional digital circuits [10].

States for a long time. Imagine I have a coin spinning on a table, and someone is shaking that table. That might cause the coin to fall over faster. Noise, temperature change, an electrical fluctuation or vibration—all of these things can disturb a qubit’s operation and cause it to lose its data. One way to stabilize certain types of qubits is to keep them very cold. Our qubits operate in a dilution refrigerator that’s about the size of a 55-gallon drum and use a particular isotope of helium to cool them a fraction of a degree above absolute zero (roughly –273 degrees Celsius) [7].

There are probably no less than six or seven different types of qubits, and probably three or four of them are being actively considered for use in quantum computing. The differences are in how you manipulate the qubits, and how you get them to talk to one another. You need two qubits to talk to one another to do large “entangled” calculations, and different qubit types have different ways of entangling.

Another approach uses the oscillating charges of trapped ions—held in place in a vacuum chamber by laser beams—to function as qubits. Intel is not developing trapped ion systems because they require a deep knowledge of lasers and optics, which is not necessarily suited to our strengths.

Furthermore, quantum computers being built by Google, IBM, and others. Another approach uses the oscillating charges of trapped ions—held in place in a vacuum chamber by laser beams—to function as qubits. Intel is not developing trapped ion systems because they require a deep knowledge of lasers and optics, which is not necessarily suited to our strengths.

For an algorithm to be efficient, the time it will take to execute the algorithm must increase not faster than a Polynomial Function of the size of the input. For example, let us think about the input size as the total number of bits needed to specify the input to the problem, as demonstrated in Figure-7. The number of bits required to encode the number we want to factorize is an example of this scenario.
If the best algorithm we know for a particular problem has the execution time, which can be viewed as a function of the size of the input, bounded by a polynomial, then we say that the problem belongs to Class P, as it is shown in Figure-7.

Problems outside class P are known as hard problems. Thus, we say, for example, that multiplication is in P, whereas factorization is not in P. “Hard” in this case does not mean that it is “impossible to solve” or “non-computable”. It means that the physical resources needed to factor a large number scale up such that, for all practical purposes, it can be regarded as intractable.

However, some quantum algorithms can turn hard mathematical problems into easy ones – factoring being the most striking example as far as we are concerned so far. Such a scenario can be seen in cryptographic technology to be able to decipher a code of cryptic streams or communications. One can see a huge application of it in Rivest, Shamir, and Adelman (RSA) Data Security [8].

The difficulty of factorization underpins the security of what are currently the most trusted methods of public-key encryption, in particular of the RSA system, which is often used to protect electronic bank account, as depicted in Figure 8.

**Figure 8: RSA Data Security Key**

Once a quantum factorization engine, which is a special-purpose quantum computer for a factorizing large number, is built, all such cryptographic systems will become insecure, and they will be wide-open for smart malware to pass through the gate of cybersecurity wall of the system under the attack by this malware.

The potential use of quantum factoring for code-breaking purposes has raised the apparent suggestion of building a Quantum Computer (QC), however this not the only application QC. With signs of progress in the utilization of Artificial Intelligence (AI) in the recent decade and pushing toward Super Artificial Intelligence (SAI) to deal with massive sheer of data at Big Data (BD) volume, a need for Quantum Computing versus Classical Computing is felt by the today’s market standard.

A supervised AI or SAI with an integrated element of Machine Learning (ML) and Deep Learning (DL) allows us to process all of the historical data by comparing them with a collection of incoming data via DL and ML to collect the right information for a proper decision making of the ongoing day-to-day operation and most importantly to be able to forecast future as a paradigm model [15-17].

The impact of quantum computing on developing a better artificial intelligence and its next-generation super artificial intelligence can be seen as ongoing technology efforts by scientists and engineers as a common denominator.

Typically, the first quantum algorithms that get proposed are for security (such as cryptography) or chemistry and materials modeling. These are problems that are essentially intractable with conventional computers. That said, there are a host of papers as well as start-up companies and university groups working on things like machine learning and AI using quantum computers. Given the time frame for AI development, “I would expect conventional chips optimized specifically for AI algorithms to have more of an impact on the technology than quantum chips,” says Jim Clarke, Intel’s Head of Quantum Computing. Still, AI is undoubtedly a fair game for quantum computing.

**How to Build Quantum Computers?**

In principle, engines know, how to build a Quantum Computer; we start with simple quantum logic gates as it was described in general previously and connect them up into quantum networks as depicted herein [11]. Figure-9.

A Quantum Logic Gate (QLG), like its cousin Classical Logic Gate (CLG), is a straightforward computing device that performs one elementary quantum operation around qubit, usually on two qubits, in a given time. Of course, quantum logic gates differ from their classical counterparts in that they can create and perform operations on quantum superposition as we stated before.

**Figure 9: A Simple Quantum Logic Gates**

As the number of quantum gates in a network increases, we quickly run into some serious practical problems. The more interacting qubits are involved, the harder it tends to be engineering the interaction that would display the quantum properties.

The more components there are, the more likely it is that quantum information will spread outside the quantum computer and be lost into the environment, thus spoiling the computation. This process is called decoherence. Therefore, our task is to engineer a sub-microscopic system in which qubits affect each other but not the environment.

This usually means isolating the system from its environment as interactions with the external world cause the system to decohere. However, other sources of decoherence also exist. Examples include the quantum gates, and the lattice vibrations and background thermonuclear spin of the physical system used to implement the qubits. Decoherence is irreversible, as it is effectively non-unitary, and is usually something that should be highly controlled, if not avoided.

Considering such constraint, then it is clear which technology will support quantum computation going forward in the future of this technology. Today simple quantum logic gates involving two qubits, as we said, are being realized and recognized in laboratories as stepping forward. Current experiments range from trapped ions via atoms in an array of potential wells created by a pattern of the crossed laser beam to electrons in semiconductors. See Figure-10.

**Figure 10: Pattern of Crossed Laser Beam**

(Source: University of Cambridge)
However, the technology of the next decade should bring control over several qubits and, without any doubt, we shall already begin to benefit from our new way of harnessing nature.

There are several models of quantum computing, including the quantum circuit model, quantum Turing machine, adiabatic quantum computer, one-way quantum computer, and various quantum cellular automata. The most widely used model is the quantum circuit. Quantum circuits are based on the quantum bit, or “qubit”, which is somewhat analogous to the bit in classical computation. Qubits can be in a 1 or 0 quantum state, or they can be in a superposition of the 1 and 0 states. However, when qubits are measured, the result is always either a 0 or a 1; the probabilities of these two outcomes depend on the quantum state that they were in immediately before the measurement. Computation is performed by manipulating qubits with quantum logic gates, which are somewhat analogous to classical logic gates [11].

There are currently two main approaches to physically implementing a quantum computer: analog and digital. Analog methods are further divided into the quantum simulation, quantum annealing, and adiabatic quantum computation. Digital quantum computers use quantum logic gates to do computation. Both approaches use quantum bits or qubits [12]. There are currently several significant obstacles in the way of constructing useful quantum computers. In particular, it is difficult to maintain the quantum states of qubits as they are prone to quantum decoherence, and quantum computers require significant error correction as they are far more prone to errors than classical computers [12].

Conclusion
The race is on to build the world’s first meaningful quantum computer—one that can deliver the technology’s long-promised ability to help scientists do things like develop miraculous new materials, encrypt data with near-perfect security and accurately predict how Earth’s climate will change. Such a machine is likely more than a decade away, but IBM, Microsoft, Google, Intel, and other tech heavyweights breathlessly tout each tiny, incremental step along the way. Most of these milestones involve packing more quantum bits, or qubits—the basic unit of information in a quantum computer—onto a processor chip ever. But the path to quantum computing involves far more than wrangling subatomic particles.

However, the question of “When will we see working Quantum Computer solving real-world problems?” remains to be answered.

At the end, it is worthy to say that, “Any computational problem that can be solved by a classical computer can also, in principle, be solved by a quantum computer. Conversely, quantum computers obey the Church–Turing thesis; that is, any computational problem that can be solved by a quantum computer can also be solved by a classical computer. While this means that quantum computers provide no additional power over classical computers in terms of computability, they do, in theory, provide extra power when it comes to the time complexity of solving certain problems [12].

Notably, quantum computers are believed to be able to quickly solve certain problems that no classical computer could solve in any feasible amount of time—a feat known as “quantum supremacy” [12].

The study of the computational complexity of problems concerning quantum computers is known as quantum complexity theory.
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